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ü Pruning improves generalization in Neural ODEs and 
continuous flows

ü Pruning helps avoid mode-collapse in Continuous Flows
ü Pruning flattens the loss surface of continuous normalizing 

flows
ü Maybe for continuous flows pruning is all you need?  

Conclusions

IV) Preview of Experimental ResultsI) Motivation
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CNFs (Continuous Normalizing Flows) (Chen et al. 2018) 
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Neural ODEs (Chen et al. 2018)
(Neural Ordinary Differential 
Equations)
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Image credit: Torchdyn code repository, https://github.com/DiffEqML/torchdyn

We can train CNFs by directly minimizing the negative log 
likelihood loss function, as long as the neural network f in 
the neural ODE is Lipschitz continuous.

This way we have access to the distribution at any given 
point during the transformation. 

Objective 
Understand Generalization Properties of CNFs using 
Sparsity

ü Vector field in this black region (that corresponds to 
an actual mode), does attract all samples inward 
toward that specific mode.

ü Vector field in this purple region (which is in-between 
modes) attract points.

ü Vector field in this purple region (which is in-between 
modes) DOES NOT attract points. Arrows direct 
samples to the actual models in the dataset
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III) Sparsity Helps avoid Sharp Minima
Why pruning helps generalization? 
Let’s do an empirical Hessian-based investigation on 
the objective function of the normalizing flows in 
density estimation

For Neural ODEs, pruning decreases the value of the 
Hessian’s eigenvalues, and as a result, flattens the 
loss which leads to better generalization [Keskar et 
al. (2017)].

We used PyHessian [Yao et al. 2020] to analyze the 
Hessian H w.r.t. the parameters of the CNF. 
Inspired by the Hessian analysis in [Erichson et al. 2021]:
I. Compute maximum eigenvalue 𝜆'() 𝐻
II. Hessian’s Trace tr(𝐻)
III. Condition number 𝜅(𝐻) = *!"#

*!$%

ü Smaller 𝜆'() 𝐻 and tr(𝐻) à flatter local minima
ü Smaller 𝜅 à more robust network [Bottou and 

Bousquest, 2008]

Measure of mode-collapse
The percentage of good quality samples [Srivastava 
et al. 2017]

I. Draw samples from a trained normalizing flow
II. A sample is of good quality if is within n (e.g., 2, 3 

or 5) std from its nearest mode
III. Report the % of good samples as a measure of 

how well the generative model captures modes


